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Abstract— New viruses are always being found. This suggests that there are many more viruses in the environment that we don’t know. 

Some of which may be harmful to humans. This raises the need of being able to detect and/or predict new, unknown viruses. Artificial 

intelligence consists of numerous algorithms that could overcome the limitations of traditional detection methods and assist in viral genome 

classification and therefore detection and prediction of unknown viruses. 
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1 INTRODUCTION                                                                     

IRUSES form a large percentage of the biological entities 
in our environment. They exist in almost every ecosystem 
on Earth interacting with all living things. Although vi-

ruses can be beneficial having necessary, positive effects, they 
can also cause infections, which can lead to life-threatening dis-
eases. Viruses can infect animals, plants, insects as well as all 
other wildlife [1]. 

Viruses are very small parasites displaying a wide variety of 
shapes and sizes. Viruses can vary in length and structure as 
well as in the number of DNA or RNA molecules it contains 
which can be single-stranded or double-stranded. Viruses con-
tain genetic material in the form of DNA or RNA. Proteins 
forming a coat called a capsid protect this core material. The 
capsid prevents the virus from being destroyed by the host’s 
enzymes. Some viruses may have an additional protective layer 
called the envelope, which has spikes to allow it to attach to 
host cells. Usually this layer is formed by altering and modify-
ing the cell membrane of the host. As soon as a virus is capable 
of causing an infection, it is called a virion [2]. 

A virus does not contain the cellular systems to be able to 
reproduce itself; they are obligate parasites. Therefore, it re-
quires a host cell to enable it to replicate. The key role of the 
virus/virion is to deliver the genome into the host cells so that 
the genome can be transcribed and translated by the host cells. 
There are many different mediums of entry into the host for the 
virion, for example, via nasal cavity, open wound, or by bind-
ing to cell surface receptors. This release of genomes interferes 
with the host’s cellular systems by instructing the host cells to 
produce viral proteins. This creates the environment in which 
the virus is able to spread. 

 
 

 
 

Since the viral nucleic acid alone is infectious, it became the 
most crucial characteristic in identifying and classifying vi-
ruses. The viral genome holds the complete information for the 
virus. This resulted in accelerated development in the applica-
tion of metagenomic analysis. 

2    METAGENOMICS 

Metagenomics are a set of bioinformatic and genetic tools ena-
bling the analysis of genomes which have been extracted from 
environmental samples [3]. This technique provided the identi-
fication and characterization of genome by genomic sequenc-
ing. This analysis of genetic reservoirs also allowed them to 
characterize novel proteins and compounds with potential bio-
logical impacts. This focuses on the genes in the sample, and 
how the genes function and impact other’s functions. This al-
lows scientists to define environments, and its microorganisms, 
biochemical and geochemical characteristics and their potential 
influences which cannot be achieved by traditional cultivation 
approaches. This means that it is possible to monitor and detect 
early any dangerous viral contaminants. 
In the past few years, metagenome sequence datasets have 
grown extensively. This has reduced costs for further sequenc-
ing projects and for developing tools on sequence-based meta-
genomics. A general sequence-based metagenome project be-
gins with sampling, then, DNA extraction, DNA sequencing, 
annotation, statistical analysis and data storage as metadata [3]. 

The modern sequencing techniques are named as next-gen-
eration sequencing (NGS) which have increased speed, accu-
racy and high throughput as compared to first generation se-
quencing. Additionally, reduced costs have been achieved with 
NGS. NGS provides deep, in-parallel DNA sequencing. This 
was achieved by attenuating the sequencing reactions and de-
velopment in detection systems [4]. This provides a broader un-
derstanding of the structural and functional characteristics of 
the genomes and gives an insight into potential deadly viruses 
which are unknown. 
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3 STUDY & ANALYSIS 

Neural networks are a powerful algorithm used vastly as a ma-
chine learning technique in numerous applications. However, 
initially, metagenomics literature lacked its presence. In 2015, 
Ditzler et al [5] discussed and tested the standard multi-layer 
perceptron with two other deep learning techniques: deep be-
lief network and recursive neural network on metagenomic 
data. The motivation to explore the feasibility of deep learning 
algorithms in metagenomics is because of the advantages it pro-
vides. Compared to traditional methods, deep learning algo-
rithms allows features to be obtained from raw data and be able 
to make predictions regarding new, unknown data, simultane-
ously.  

The begin with, the deep learning approaches were de-
scribed. Supervised classification provides the benefit of being 
able to classify unlabeled data segments (e.g. genomes) to clas-
ses (e.g. phenotypes) as required. Additionally, the quality of 
the data can be analyzed by the class separability obtained after 
the classification of the data. Although high class separability is 
a desirable characteristic, the relationships between the classes 
need to be understood. This gives information about the struc-
ture of the microbial community present in the data sample. A 
graphical representation of this structure, in the form of a hier-
archical tree, allows the comparison of different data samples. 
However, the tree structure is not learned from the input data 
samples. Whereas, a layered tree-like structure model will learn 
feature representations better from the data samples enabling 
unknown data predictions. This is because deep neural net-
works are able to converge to a more superior local optima by 
implementing prior training. This works better than simply 
backpropagation.  

A deep Multi-Layer Perceptron Neural Networks (MLPNN) 
is a highly popular Artificial Neural Network (ANN) but train-
ing a deep MLPNN is computationally extensive and therefore 
expensive. In addition, the local minimum is reached very 
quickly because the error gradient attenuated iteratively. This 
gives rise to the need of deep belief networks (DBN) which are 
easy to understand and implement. Although there are other 
deep learning methods that can provide significant insights.  

By using classification accuracy as a performance metric, 
they found the MLPNN and Random Forest Classifier (RFC) 
performed better than DBN. However, due to only a few pa-
rameters available in some classifiers, the choice of features be-
comes critical. So, if feature selection is done more effectively, 
it may be possible to reduce the classification losses. Similarly, 
in terms of the performance across various experiments, RFCs 
performed better. Moreover, Recursive Neural Networks 
(RNN) provided further advantages of representing the meta-
genomic samples in a hierarchical structure which gave more 
insight into the data. Overall, they found that deep learning 
techniques may not be suitable for metagenomic datasets. 
However, improved results may be obtained if larger datasets 
were used and other forms of performance metric is used, since 
classification accuracy does not give a complete representative. 

Specifically, to viral identification, Abdelkareem et al [6] in 
2018 created a deep attention model called VirNet, which over-
comes the limitations of previous techniques by handling the 
diversity of viral genomes differently. Previous techniques had 

constraints, as there is no standard marker gene for all viruses. 
VirNet performs characterization of viral genomes from a mix-
ture of viral and bacterial genomes. This also acts as a purifica-
tion of metagenomic data from bacterial sequences. Previous 
tools perform similarity searches on the databases of sequences. 
However, these databases are nowhere close to representing 
the viral diversity in the environment and hence has limita-
tions. Also, they are only able to handle small numbers of con-
tigs which is another drawback. Gradually, the tools, such as 
VirFinder, became faster, efficient and more accurate however 
there were always some limitations such as slow processing of 
metagenomic data. Comparing the accuracy of VirNet and 
VirFinder, VirNet were found to be more accurate. This is be-
cause it is trained with viral databases that have good statistical 
models. This creates generalization for classification of all ge-
nomes, along with its ability to learn the suitable feature extrac-
tion of input data samples. However, the accuracy of VirNet 
can be improved further if the training data was cleaned prior 
to training. Also, using the sliding window technique and using 
an attenuating learning rate will improve the performance of 
the model. 

Bzhalava et al [7] explored machine learning algorithms 
whilst using Relative Synonymous Codon Usage frequency 
(RSCU) for feature extraction. Random Forest and ANN were 
trained using two different datasets, which were used to clas-
sify the data samples into virus and non-virus groups. Two 
types of sequence databases were used: Codon Usage Database 
and a derived database. The second dataset was derived using 
Next Generation Sequencing (NGS) to generate metagenomic 
sequences from different patients. Random Forest and ANN 
were trained once with the data from the Codon Usage Data-
base and secondly by the derived metagenomic dataset. The 
area under the Receiver Operating Characteristic (ROC) curve 
was used as the performance metric. To ensure a significant 
outcome was obtained, the leave-one-experiment-out cross-val-
idation (LOEO) was implemented. Also, quality checking was 
performed prior to ensure it did not affect the analysis. They 
found that the machine learning techniques and RSCU is able 
to detect the viral contigs from the metagenomic data. How-
ever, the trained models using the derived data failed to gener-
alize. Reasons for this are that noise was present in the dataset 
whereas the Codon Usage Database had clean data. Also, the 
performance is dependent on which features are used. There-
fore, the use of more significant features may lead to a general-
ized model which can be used outside the known sequences. 
This will overcome the unclassified sequences giving rise to the 
misclassification loss due to their vast differentiation from the 
known sequences. They also found the codons that were re-
sponsible for the largest discrimination: TCG and CGC. How-
ever, it can be seen that there are limitations to these models 
and therefore suggests that further work should be focused on 
added flexibility by using pre-defined high-level features. This 
gives rise to the opportunity to find a novel feature that is able 
to classify viruses apart from its codon, which will help increase 
the classification accuracy.  

Ren et al [8] in 2020, developed DeepVirFinder, a machine 
learning method, which identified viral sequences within an in-
put metagenomic database. Their method outperformed the 
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previous method VirFinder [9]. They have used convolutional 
neural networks and taught them to learn viral genomic fea-
tures and create a predictive model based on the learnt features. 
This method can be used for all contig lengths. The input meta-
genomic dataset used was RefSeq from the National Center for 
Biotechnology Information (NCBI). However, to increase the 
prediction accuracy further, the size of the training data was in-
creased by adding unknown viral sequences from numerous 
other datasets. Later on, it was observed that this decision 
served another benefit of removing any sampling bias present 
and consequently increasing the prediction accuracy. Filtering 
of the samples was performed to ensure there was no contami-
nation present that could affect the model’s performance. Simi-
larly, samples of high quality were selected only for training 
and validation to prevent any contamination affecting the 
model’s performance. The performance of the model was eval-
uated using the area under the receiver operating characteristic 
curve (AUROC) metric. It was found that the DeepVirFinder 
had significantly enhanced prediction power such that it was 
able to predict viral sequences without the need of assembly. 
The model’s robustness was tested further by checking its sen-
sitivity to genetic mutations. They concluded that the model 
was not sensitive to ≤0.001 mutation rate. The DeepVirFinder is 
able to reliably identify viruses in metagenomic data. This 
methodology was applied to a case study to detect viruses in 
gut microbial communities for patients with CRC and the po-
tential of DeepVirFinder was verified further as ten virus bins 
associated with cancer were detected. 

Hsu et al [10] investigated how the LSTM model of deep 
learning can be implemented for the learning of genome pat-
terns to be able to detect viruses from metagenomic data.  
They used a ground reference database as their input se-
quences. LSTM network (a type of recurrent neural network) 
was found to be suitable for the dealing with genomic se-
quences because the network is able to learn the long-term de-
pendencies with respect to time in the input data. Therefore, af-
ter training, the network will have learnt the genomic patterns 
and therefore should be able to characterize unknown genomic 
sequences in the future. Hyperparameters were explored and 
implemented to increase the classification accuracy of the 
model. A further advantage, not previously available in the 
BLAST method, is that important segments of subsequences 
can be found without having the compare the complete input 
sequence. In addition, parallel computing concept was imple-
mented to increase the computational speed of the model by 
executing processes concurrently. The performance of the 
model was evaluated in comparison with the BLAST method as 
well as in terms of accuracy and computational speed. They 
found that as the number of GPUs increased, the computational 
speed also increased linearly. The speed evaluated to be 36 
times the speed of the BLAST method. Their overall results 
highlighted that similar accuracy was obtained to the BLAST 
method however the speed was significantly faster. 

4 CONCLUSIONS 

Over the last decade, a significant increase in the development 

of artificial intelligence techniques in the detection of viral ge-
nomes has been observed. Methodologies like VirNet and 
DeepVirFinder have overcome numerous limitations of previ-
ous tools and present advantages such as accuracy, speed, self-
learning of features, whilst also providing further insights into 
the input metagenomic data. This presents an opportunity to 
investigate and explore further into the predictive ability of vi-
ral genomes for unknown viruses in an attempt to prevent the 
new virus from affecting the health of people. 
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